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ABSTRACT

Method clustering with K-means algorithm used in data mining has the aim to explore information and knowledge from different perspectives but support each other method. Clustering with K-means algorithm gives information about the grouping of types of dangerous diseases, which suffer by patients. Analysis was performed using software Tanagra data mining 1.4.38. The results of the data mining process are expected to provide its own benefits for the Islamic Hospital "Ibn Sina" Payakumbuh through new knowledge generated.
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From this background a computerized information system is needed that supports the flow of data and information in accordance with the needs of these processes.

Method clustering with K-means algorithm used in data mining has the aim to explore information and knowledge from different points of view but support each other method. Clustering with K-means algorithm gives information about the grouping of types of dangerous diseases, which suffer by patients. Analysis was performed using software Tanagra data mining 1.4.38. The results of the data mining process are expected to provide its own benefits for the Islamic Hospital "Ibn Sina" Payakumbuh through new knowledge generated.

II. LITERATURE REVIEW

2.1 Understanding Data Mining

Data mining is a term used to describe the discovery of knowledge in the database. Data mining is a process that uses statistical techniques, mathematical, artificial intelligence, and machine learning to extract and identify useful information and knowledge that is assembled from various databases.

Broadly speaking, data mining can be grouped into 2 main categories:
1. Descriptive mining
   Process to find the important characteristics of data in one database. Data mining techniques that include descriptive mining are clustering, association, and sequential mining.
2. Predictive
The process of finding patterns from data using several other variables in the future. One of the techniques contained in predictive mining is classification.

2.2 Clustering

Cluster analysis is a technique used to identify similar objects or individuals by taking into account several criteria. Cluster analysis is analysis to group elements that are similar as research objects into distinct (mutually exclusive) clusters.

Cluster analysis is included in the multivariate statistical analysis of the interdependent method. As an interdependent analysis tool, the purpose of cluster analysis is not to link or differentiate with other samples or variables. Cluster analysis is one analysis tool that is useful as a summation of data. In summarizing this data can be done by grouping objects based on the similarity of certain characteristics among the objects to be studied.

2.3 Method of K-Means

K-Means is one method of data clustering non hierarchy that seeks to partition the data into the form of one or more clusters or groups so that the data that have the same characteristics are grouped into the same cluster and data which have characteristics different groups are grouped into other groups.

K-Means is a distance-based clustering method that divides data into a number of clusters and this algorithm only works on numeric attributes. The K-Means algorithm includes partitioning clustering which separates data into separate k regions. The K-Means algorithm is very well known for its ease and ability to cluster large data and outlier data very quickly. In the K-Means algorithm, each data must belong to a particular cluster and can be made possible for every data that belongs to a particular cluster at a stage of the process, in the next stage, move to other clusters.

Basically the use of algorithms in the clustering process depends on the existing data and the conclusions to be achieved. For this reason, the algorithm is used K-Means which makes the following rules: The

1. Number of clusters needs to be inputted
2. Only has numeric attributes

The K-Means algorithm is a non-hierarchical method that initially takes a large portion of the population component to be the center of the initial cluster. At this stage the cluster center is chosen randomly from a collection of data populations. Next K-Means tests each component in the data population and marks the component to one of the cluster centers that have been defined depending on the minimum distance between components with each cluster. The position of the cluster satisfaction will be recalculated until all data components are classified into each -the center of the cluster and finally the new cluster satisfaction position will be formed.

The K-Means algorithm basically carries out two processes, namely the process of detecting the central location of each cluster and the process of finding members from each cluster.

How the K-Means algorithm works:

1. Determine k as the number of clusters you want to form.
2. Awaken the k initial centroid (cluster center point) randomly.
3. Calculate the distance of each data to each centroid.
4. Each data selects the closest centroid.
5. Determine the new centroid position by calculating the average value of data located in the same centroid.
6. Return to step-3 if the new centroid is not the same as the old centroid.

III. MATERIALS AND METHODS

<table>
<thead>
<tr>
<th>Collecting Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analyze Data</td>
</tr>
<tr>
<td>System Implementation With Tanagra Software</td>
</tr>
</tbody>
</table>

Figure 1 Research Methodology
3.1 Collecting Data
Data collected is income data. The data is studied and grouped, the results of the grouping will be obtained later and will be solved, then the solution is sought.

3.2 Analyzing Data
Analysis using the application Microsoft Office, at this stage the income data selection is done, cleaning data that is removing data duplication, correcting data errors so as to produce information that can be processed and evaluated so that the data is easy to understand.

3.3 System Implementation with Tanagra Software
At this stage it is a process of processing data that has been collected using software Tanagra, using the K-Means algorithm.

IV. RESULT AND DISCUSSION
4.1 Test Results
a. Input Dataset

![Figure 2 Input Dataset](image2.png)

b. Input Define Status

![Figure 3 Input Define Status](image3.png)
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c. Standardize

![Figure 4 Standardize](image)

d. Add K-Means Components

![Figure 5 K-Means](image)

e. View Dataset

![Figure 6 Datasets](image)
Rahayu Mayang Sari. Implementation of data mining using clustering methods for analysis of dangerous disease data

f. Add Component Group Characteristics.

![Figure 7 Group Characteristic](image)

Figure 7 Group Characteristic

g. Add Component scatterplot

![Figure 8 scatterplot](image)

Figure 8 scatterplot

h. Add Component Principal Component Analysis

![Figure 9 Principal Component Analysis](image)

Figure 9 Principal Component Analysis
CONCLUSION
Based on the description that has been discussed before it can be concluded:
1. This study analyzed data malignancies of RSI Avicenna Payakumbuh use clustering with the K-Means algorithm.
2. System clustering Dangerous disease data using K-Means algorithm can classify dangerous diseases that are suffered at the age of >30 years.
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