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ABSTRACT 

 

Multilevel modelling has gained ground in the 

analysis of clustered data over its counterparts, 

aggregation and disaggregation. This is 

evidenced by a recent increase in its application 

in efficiency analysis, an area that is laden with 

clustered data. Conventional efficiency analysis 

models have relied on the reduction of tiered data 

to a single level by aggregation, disaggregation 

or, to some extent, ignoring the structure of data 

by discarding the variables, outside the level of 

the unit of analysis. The article presents a review 

of existing literature on multilevel models as an 

entity. Panel data, a special case of multilevel 

data, are discussed. Attention is then given to 

how these (multilevel) models, together with 

panel data, have found their way in efficiency 

analysis in literature. 

 

keywords: multilevel, frontier, clustered data. 

 

1.INTRODUCTION 

A significant amount of data that is used in 

efficiency analysis is tied. In local 

governments, for example, revenue 

collection is done by wards and records are 

kept accordingly. Efficiency analyses on 

revenue collection have been done in this 

area but in most cases, the multilevel data 

encountered have been reduced to one level 

by one method or another. The methods 

commonly used in this reduction are 

aggregation and disaggregation. 

Aggregation is done by moving variables 

from the lower level to the higher level, 

(Hox, 1995), in the case of two-level data. 

Here, data values from several lower-level 

units are reduced to fewer higher-level units. 

Commonly, averages of values of some 

explanatory variables for every group are 

calculated. The averages are then used in a 

standard regression analysis, (Twisk, 2006). 

This means that micro-level or lower-level 

variables are moved to the higher level by 

calculating summary measures to represent 

them. An analysis is then done at this higher 

level. In a class of students, for example, the 

mean can be calculated and is taken to 

represent the class. The class becomes the 

unit of analysis and not the student. 

Statistical problems created in this kind of 

analysis include reduction of sample size as 

well as information and power loss, (Hox, 

1995). The non-independence of members 

within clusters can no longer be studied. The 

sample size is reduced as several members of 

a group are reduced to a single group mark, 

the average. This therefore means less 

statistical power for such data, (Hox, 1995). 

Since the group is now the unit of analysis, 

no inference at the individual level is done. 

This kind of inference, where analysis is 

done at one level and conclusions are 

formulated at a different level may cause a 

misinterpretation of data, referred to as 

ecological fallacy. In health studies, for 

example, it was shown that countries whose 

staple diet includes fat, have higher rates of 

women dying from breast cancer, (Carroll, 

1975). Taking these results to the individual 

level, one is tempted to conclude that women 
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who eat a lot of fat have a higher probability 

of suffering from breast cancer. Suggestions 

from recent studies, however, have shown 

that the relationship between fat 

consumption and breast cancer is not that 

strong, (Holmes et al., 1999). Nevertheless, 

aggregation is not a mistake if the researcher 

is only interested in the macro-level 

proposition, (Marta, 2010). The reliability of 

aggregated data however, is governed by the 

number of higher-level units. Larger higher-

level units are more reliable than smaller 

ones. If the researcher is concerned with both 

or all the levels, then, aggregation results in 

errors as it reduces the data to a single level. 

Other levels are ignored in the aggregation 

process. 

When the lower level unit is of interest, 

aggregation becomes inappropriate. in local 

governments, interest is usually on the 

behaviour of wards and not towns, in revenue 

collection. Methods that do not ignore the 

ward are therefore appropriate. 

With disaggregation, hierarchical data issues 

are dealt with by ignoring group differences. 

Context-free relationships between variables 

are assumed. Instead of doing the analysis at 

some higher level, variables are moved to the 

lowest level by assigning to each lowest level 

unit, a value that reflects the group to which 

it belongs, (Hox, 1995). The analysis is, this 

time, done at the lowest level. This analysis 

may be multiple regression analysis or 

analysis of variance or any other standard 

analysis method, (Hox, 2010). Higher level 

groups are, therefore, ignored in this kind of 

analysis which is sometime called naive 

regression, (Twisk, 2006). Individuals are 

the units of analysis and not the clusters or 

groups. Inferences of association at cluster 

level are made at the lowest level of the 

structure. 

Now that both aggregation and 

disaggregation have shortfalls, it is advisable 

to analyse clustered data, using techniques 

that take cognizance of the structure of the 

data. When analysing revenue collection in 

local governments, though the unit of 

analysis is the ward, the knowledge that these 

wards fall under municipalities must be made 

use of and variables at municipality level 

must be allowed to play a part in model 

building. 

By moving variables to one level, the fact 

that observations within the same group are 

correlated is ignored, which results in wrong 

statistical conclusions (atomistic fallacy). 

Performing single-level analysis on 

hierarchical data results in parameter 

estimates that are inefficient though they are 

unbiased. Treating clustered data as single 

level has been proved to lead to the 

underestimation of standard errors. These 

standard errors are used in the calculation of 

test statistics when testing hypotheses and 

this underestimation leads to an 

overestimation in the modulus of test 

statistics, resulting in the inflation of the 

probability of falsely rejecting the null 

hypothesis. 

In situations where and when the two 

approaches above are not applied, ignoring 

the structure of the data becomes the 

alternative. Those who have attempted to 

consider multilevel modelling in efficiency 

analysis, have not taken the models to be 

frontier as such but have interpreted the 

errors at each level as a measure of 

inefficiency at that level. 

The next sections of the paper are as follows: 

Section 2 reviews the literature on multilevel 

models and is divided into three subsections 

which are (i) Multilevel models outside 

efficiency estimation, Multilevel models in 

efficiency estimation and (iii) Panel data in 

efficiency estimation and section 3 

concludes. 

 

2. Multilevel Models 

2.1 Multilevel Models outside efficiency 

measurement. 

(West et al, 2006) define clustered data as 

data sets in which the units of analysis are 

grouped or nested within clusters and the 

response variable is measured once for each 

subject (the unit of analysis). Modelling such 

data requires methods other than ordinary 

analysis of variance or ordinary linear 

regression analysis. The mentioned 

approaches assume independence of 
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observations, which does not hold for 

clustered data, (Galbraith et al, 2010). 

Multilevel modelling, which is also known 

by several other names that include 

Hierarchical modelling and Mixed effects 

modelling, because of its ability to account 

for the non-independence of observations in 

clusters, is considered the most suitable 

approach for analysing clustered data. 

(Gelman and Hill, 2007) define a multilevel 

model as a regression model in which the 

regression coefficients are not fixed but are 

defined by a probability model. Before 

giving this compact definition, the two first 

view these models as models that can be 

expressed in three or more ways that include 

varying-coefficients models, models with 

two or more variance components and 

models with many predictor variables that 

include indicator variables. In accordance 

with them, varying coefficients as well as the 

definition of such coefficients in the form of 

a model, are the key features of multilevel 

models. Multilevel models are also called 

hierarchical models because of the structure 

of the data that they model, whose units of 

analysis, which are at the lowest level, are 

nested in high level units often called 

clusters, (Gelman and Hill, 2007). The term 

hierarchical is also derived from the models 

themselves which form a hierarchy in which 

the topmost equation has the dependent 

variable of interest and below it, are 

equations in which the parameters of the first 

are subjects which are themselves dependent 

variables. 

Sharing the same view with (Gelman and 

Hill, 2007) is (El-Horbaty and Hanafy, 2018) 

who see multilevel linear regression models 

as a generalization of linear models in which 

the regression coefficients are themselves 

modelled from the data. One of the common 

features of these definitions is that the 

parameters of these models are not fixed but 

vary by groups. These models are an 

extension of regression, (Paterson and 

Goldstein, 1991) in which data are structured 

in groups and the coefficients of the models 

are allowed to vary by groups, (Twisk, 2006). 

A unique characteristic of multilevel models 

is that there is at least one equation at each of 

the levels of the structured data. At level 1, 

which is the lowest level and the one where 

measurement of the dependent variable is 

taken, there is one equation, with coefficients 

that are defined by a probability distribution. 

At level 2, it is the level 1 coefficients which 

are subjects and are dependent on data at that 

level. If the coefficients of variables at the 

second level also vary, then we have third 

level equations to explain these coefficients 

and so on. 

Among the researchers who studied 

multilevel modelling, are those who focused 

much on the type of data that the models are 

meant for. (West et al, 2006) view clustered 

data as data sets in which the units of analysis 

are grouped or nested within clusters and the 

response variable is measured once for each 

subject (the unit of analysis). In a discussion 

about methods of analysing clustered data, 

(Galbraith et al, 2010) note that the key 

feature of clustered data is that there is 

homogeneity within and heterogeneity 

between clusters, that is, more similarity is 

reflected by observations within the same 

cluster than those from different clusters. 

Examples of clustered data from (Galbraith 

et al, 2010) are; (i) clinical trials from multi-

centres, where the multi-centres are the 

clusters and patients are the subjects, (ii) 

observations on children nested within 

classrooms, (iii) repeated measures, where 

two or more measurements of the same 

variable are taken from the same subject(s) 

over different conditions, with the subjects 

being the clusters in such experiments, and 

(iv) longitudinal data, which are a special 

type of repeated measures data in which the 

repeated measurements of the same 

variable(s) are taken over time on the same 

individual(s). This clustering of data results 

in the violation of one of the assumptions of 

standard linear regression modelling, the 

independence assumption, (Galbraith et al, 

2010). 

The correlation of observations within the 

same cluster should be accounted for and it is 

multilevel models that have the capacity to 
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do that. These models assume different 

names in different fields. Examples of these 

names and their respective areas of use are, 

Hierarchical models, Statistics, (Harville, 

1977), random coefficients models, 

Econometrics, (Swamy, 1970), variance or 

covariance components models, 

Experimental design, (Dempster et al, 1981), 

random-effects models, (Laird and Ware, 

1982) or mixed effects models, Biostatistics 

(Goldstein, 1986). The name random 

coefficients regression was used by (Swamy, 

1970). Rather than deriving the name of the 

models from variance-covariance effects 

used by most of the researchers in the area, 

this author chooses to name the models from 

a characteristic of their coefficients. The 

author centres his interest on the variance-

covariance component of the models to the 

extent of presenting a method for the 

estimation of the variance-covariance matrix, 

and not the coefficients. (Twisk, 2006), 

however, sees the name ‘random 

coefficients’ as inappropriate for these 

models and correctly notes that there is a 

difference between being random and 

varying by groups and contends that the 

coefficients of multilevel models are not 

random as such but vary by groups. This 

view is shared by (Bickel, 2007) who shuns 

the terms random coefficients and describes 

the coefficients as simply varying by groups. 

In Econometrics, the term ‘Random 

Coefficients Models’, is often used to refer to 

multilevel models, (Swamy, 1970). (Bickel, 

2007) clearly distinguishes between random 

coefficients models and multilevel models. 

In addition to having random coefficients, 

multilevel models have independent 

variables that come from two or more levels. 

In the analysis of such data, cross-level 

interaction effects are created and become 

other variables in the model. The error term 

of the model becomes complex as it has 

components from all the levels in the dataset 

of interest, (Bickel, 2007). The researcher 

uses several datasets to put forward his 

account of multilevel modelling as the best 

models when the power of ordinary least 

squares is exhausted. Bickel recognizes that, 

for clustered data, ordinary least squares 

regression coefficients have standard errors 

that are deflated to the extent of giving 

misleading results in inferential statistics. 

There is a number of methods that can be 

used to account for the deflation of standard 

errors caused by the use of single-level 

models when data is clustered data. Most of 

these methods are simpler to grasp and work 

with than multilevel analysis, (Bickel, 2007). 

Unlike most researchers who see these 

models as meant only for accounting for the 

discrepancy in standard errors, Bickel sees 

them (multilevel models) accomplishing 

tasks beyond the capacity of ordinary least 

squares. Permitting intercepts and slopes to 

vary by groups, is an example of 

achievements by multilevel models, which 

are beyond the scope of ordinary least 

squares. 

Multilevel models allow the independent 

variables in a regression model to have 

effects that vary by groups, to the dependent 

variable of interest. Identification of 

contextual sources of variability in model 

parameters as well as their (the sources) 

incorporation into the model are some of the 

benefits of multilevel models. Frequently, 

however, there are similarities between the 

regression coefficients of multilevel models 

and those of single level models. It is these 

similarities that lead researchers to the 

assertion that multilevel models are just an 

extension of ordinary least squares 

regression. 

There is a difference between random 

coefficient regression and multilevel 

regression analysis. The latter is considered 

as an application of the former, (Bickel, 

2007). This author considers a random 

coefficient as a regression coefficient that has 

two components, the fixed and the random. It 

is the variation of coefficients by groups that 

the researcher takes as randomness. 

For random coefficient models, there is no 

nesting nor is there context. These models are 

transformed to multilevel models by the 

introduction of contextual variables, which 

are at a different level. It is these contextual 

variables that give substantive explanations 
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of cluster-to-cluster variability in intercepts 

and slopes. Both random coefficient models 

and multilevel models have fixed and 

random components. Analysts are mostly 

interested in fixed components, (Bickel, 

2007). 

Random component values are for inferential 

purposes like the construction of intervals of 

fixed components. The intervals in the 

context of multilevel models are different 

from the confidence intervals in multiple 

regression models. Whereas in multiple 

regression models, intervals gauge the 

consequences of random sampling error, the 

confidence intervals in multilevel analysis 

are for estimating how much intercepts and 

slopes vary across groups because of the 

nesting. 

The 2004 USA presidential election dataset 

was used to illustrate how the models work. 

The dependent variable in this analysis, 

denoted YBUSH, was the percentage of people 

who voted for Bush. The unit of analysis was 

the county and the nesting units were the 

states. The independent variables included 

the percentage of nuclear families, 

percentage of ethical minorities, percentage 

of rural residents and percentage of youth 

voters. To make this data multilevel, the 

values of these variables were calculated at 

each of the two levels, county and state, 

(Bickel, 2007). 

To justify the need for multilevel analysis 

here, the intra-class-correlation was 

calculated and found to be 0.352 which is too 

high to ignore and fit ordinary least squares 

regression to the data. This correlation 

suggests that 35.2% of the variation in the 

voting behaviour of the people was due to 

group(state) differences. Four models, that 

included an ordinary least squares regression 

model with interactions of independent 

variables that are at the same level and 

multilevel regression model, were run. The 

results showed little difference in the values 

of the coefficients but, like expected, the 

standard errors of the multilevel model were 

significantly different from those of the other 

three models. 

 

2.2 Multilevel Models in Efficiency 

Estimation 

Multilevel models are a parametric 

regression-based approach to data analysis. 

They are regression-type models that are 

meant for analysing data that is clustered. 

They have the capacity of accounting for the 

non-independence of observations that are 

clustered. They are, however, a non-frontier 

method as they allow observations to fall 

above or below the line of best fit. They do 

not have the two-component error term that 

is in the stochastic frontier model. Instead, 

they have at least one error at each level of 

the hierarchy. Researchers have estimated 

these errors in order to use them in 

performance measurement. 

In a study whose main theme was to compare 

rankings from multilevel models to those of 

data envelopment, (Johnes, 2006) used 

sample data from 54,564 graduates who 

completed their programs in 1993 in 49 

universities of the United Kingdom. The 

graduates used were from pure sciences, 

social sciences, applied sciences and arts. 

The researchers assigned weights to the 

various categories of degrees. 

Three multilevel models, which are models 

that consider the hierarchical nature of data, 

were run with the students at level 1 and the 

universities at level 2. These models were, 

the null, one that took pre-university entry 

requirements as the only explanatory 

variable, and one which took all the 

explanatory variables of concern into 

account. The independent variables were 

gender, marital status, place of residence and 

age. The dependent variable was the 

weighted degree classification of each 

student, that took the values; no degree, pass, 

third class honours, lower second class 

honours, upper second class honours and first 

class honours with corresponding weights 

1.90;2.00;2.20;2.30;2.45 and 2.85. Of 

interest in university efficiency measurement 

context was u0j, the level 2 residual, which 

was taken to represent university effect. This 

represents the amount by which each 

university performance is above or below the 

mean. In general, these are referred to as 
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group effects, university effects in this 

context. These effects are estimated as 

 

 (1) 

 

These effects, which are the amounts by 

which the universities deviate from the mean, 

are used in ranking the universities. Here  𝑛𝑗is 

the number of students in university j,  and 

 are residual variances at levels 1 and 2 

respectively and 𝑦𝑖𝑗is the dependent 

variable, which is the weighted degree 

classification. 

To decompose the individuals’ data 

envelopment analysis (DEA) efficiency 

scores into two components, one attributed to 

the university and the other to the individual 

student, (Johnes, 2006) used a method 

developed by (Thanassoulis and Portela, 

2002). The scores attributed to universities 

were ranked and compared to universities’ 

effects from the multilevel model. The 

results revealed no significant correlation-

ship between rankings of universities from 

the DEA efficiencies and the university 

rankings from the university effects of the 

multilevel models, suggesting that efficiency 

rankings depend on the technique used to 

estimate the efficiency 

Inefficiency levels are then calculated for 

level 1 units, which are in this case, the 

individual students. These are given by: 

 

 (2) 

 

Where  

 

) Is 

the standard normal density evaluated at αi 

and Φ(αi), the standard normal CDF (integral 

from −∞ to αi evaluated at αi. These formulae 

are derived from those in (Jondrow et al, 

1982). 

Like (Johnes, 2006), (Marta et al, 2011) saw 

the need of taking the structure of data in 

model building. Rather than building two 

different models for comparison, the 

researchers, in their quest to establish how 

Italian hospitals performed, applied a two-

step procedure in measuring the efficiency of 

the hospitals. The first step was the 

development of a 3-level model with time as 

level 1, patients as level 2 and hospitals as 

level 3. The dependent variable of concern in 

their multilevel model was total mortality 

which was the sum of in-hospital deaths and 

deaths within 30 days from discharge. They 

chose to call this variable hope of life. Since 

this dependent variable is dichotomous with 

value 1 for death and 0 otherwise, logistic 

multilevel regression was used. 

126 hospitals in Lombardy region, Italy were 

observed over a five-year period, from 2003 

to 2007. Hospital variables included whether 

or not the hospital has a university teaching 

part, whether or not the hospital has an 

emergency facility, whether or not the 

hospital was a mono-specialist, the number 

of wards, number of beds, the number of 

physicians in the hospital, ownership of the 

hospital, that is, private or public and 

whether or not the hospital was a profit-

making organization. Variables at the patient 

level were age, gender, length of stay in 

hospital and diagnosis-related groups, 

(DRG) which are prospective payment 

systems. 

Hospital level residuals, the , which are 

not observable, but are estimated through 

equation 1, were taken to be the dependent 

variable in the stochastic frontier. Since these 

residuals take both positive and negative 

signs, a transformation was made in order to 

ensure that they are all positive or zero. This 

was done by adding the minimum of these to 

all of them. Only hospital variables were 

used as explanatory variables in this step. 

The results of this research showed that 

privately owned small state-owned big 

hospitals ranked high in efficiency levels. 

(Aiello and Bonanno, 2015) noted that 

literature about small banks recognizes the 

embeddedness of these banks in local 

markets suggesting that environmental 

factors influence their performance. They put 

forward the same view as (Johnes, 2006) and 

(Marta et al, 2011) that single level models 
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cannot properly handle multilevel data, 

despite the fact that literature is laden with 

such models. They used multilevel 

modelling in the measurement of the effect of 

provincial level factors in the performance of 

mutual cooperative banks, (MCBs). The 

dataset that they used was a panel from 2006 

to 2011 for each 414 Italian banks from 66 of 

the 103 provinces. The hierarchy was 

therefore a 3-level one with time at level 1, 

MCBs at level 2 and provinces at level 3. 

Cost efficiency scores were used as the 

dependent variable in the study. Results of 

the study revealed that location is significant 

in explaining the behaviour of banks in Italy. 

Like other researchers mentioned, (Aiello 

and Bonanno, 2015), in their publication, 

discussed efficiency but their model is not a 

frontier model but just multilevel Their 

efficiency values came from the standard 

stochastic frontier model and are the 

dependent variable in their multilevel model. 

(Aiello and Bonanno, 2015), like (Marta et 

al, 2011), used both the stochastic frontier 

and the multilevel models jointly but 

differently. Whereas the former started with 

efficiency values from a stochastic frontier 

model ignoring context, the latter started 

with the residuals from a multilevel model 

accounting for context. For each of these two 

researchers, the outcome of the first model, 

residuals, for (Marta et al, 2011) and 

efficiency values, for (Aiello and Bonanno, 

2015), is the dependent variable in the second 

model. 

A stochastic frontier model in the name of a 

hierarchical approach to stochastic frontier 

analysis was proposed by Lordan in Ireland. 

(Lordan, 2009) discusses healthcare data of 

39 health centres that are nested in 5 co-ops. 

The data is panel with period 365 stretching 

from 01 May to 01 May 2004. Payroll is the 

dependent variable and is calculated as the 

price of labour for each centre per day. 

The centres offer general practitioner 

healthcare services and each centre is 

managed by one co-op. The co-op decides on 

funding allocations, the number of working 

hours and the reaction time taken to provide 

a service for all the centres under it, (Lordan, 

2009). Each co-op operates independent of 

the other co-ops. The operation of the centres 

under co-ops makes the structure of the 

service provision two-tiered. The unit of 

analysis in this study was the centre. 

Some of the variables to explain the variation 

in the payroll of each centre were the number 

of home visits by the centre personnel, the 

number of treatment centre consultation, the 

number of redeye calls, where red eye is the 

time between 0000 and 0800 and the quantity 

of doctor advice for each day, all at centre 

level. To complement the level 1 variables, 

were those at the co-op level (level 2), and 

these include the co-op number and the 

reaction time to provide the service. 

The level I model was built, with the relevant 

random parameters to be modelled at level 2. 

The level two models, whose subjects were 

the level 1 parameters were also built. The 

substitution of the level 2 models into the 

level 1 model to produce the final equation 

was properly done. 

The results of the analysis of this model were 

compared to those from three other models. 

The three were, the ordinary least squares 

model that ignored the tier structure of the 

data and two others that considered the tier 

structured but had some of the variables 

dropped. The three models differed in the 

number and types of variables that they took 

into account. The model with co-op level 

variables had the smallest inefficiency 

variance. This suggests that the model with 

level 2 variables was able to explain some 

variation in the dependent variable which is 

taken as part of inefficiency by other models. 

Though the four models differed in both 

efficiency levels and rankings, the greatest 

difference was between the presumed 

multilevel model and the one that ignored the 

tier structure of the data. Efficiency levels for 

the model that ignored the tier structure was 

very low and the correlation between these 

two models was also very low. All this 

suggests that it is advisable to take into 

account the structure of the data when 

analysing tiered data. 

The multilevel model is a special case of the 

random coefficient model. The presence of 
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contextual variables creates more new 

variables in the form of cross-level 

interactions. It is this interaction together 

with variables from higher levels, that make 

multilevel models different from random 

coefficients models. The coefficients of 

higher level variables added to the model, 

together with those of the interactions created 

are all constant, not random. The level two 

variables will appear as independent 

variables in the model if they are in the 

intercept of the level 1 model otherwise their 

effect is in interactions. The model by 

(Lordan, 2009) does no show these features. 

It is one of our objectives to run a model with 

the features mentioned above. 

 

2.3 Panel Data in Frontier Modelling 

(Pitt and Lee, 1981) were the first to use 

panel data in frontier modelling citing a 

number of advantages that come with such 

data. These include permitting tracking the 

production function of a firm, making the 

estimation of individual firms’ efficiency 

possible and making investigation on 

whether inefficiency of firms is time variant 

or time invariant possible. They derived the 

maximum likelihood function of both v (the 

noise component) and u (the inefficiency 

component) of the error term. These were 

used in the estimation of efficiency levels of 

Indonesian weaving firms. Their research 

was followed by (Schmidt and Sickles, 1884) 

who pointed out that with panel data, 

assumptions that include that on the 

distributions of the two errors could be away 

with. The introduction of panel data to 

frontier modelling also saw inefficiency 

being classified as time-variant or time-

invariant. With panel data, models can be 

categorized into groups of those with time-

invariant inefficiency, those with time-

variant inefficiency those that separate 

inefficiency and unobserved individual 

heterogeneity, and those separating 

persistent inefficiency from heterogeneity 

and inefficiency levels from these models 

compared, (Rashidghalam et al 2016). Each 

of the four classes has both, merits and 

demerits. (Rashidghalam et al 2016). 

(Rashidghalam et al 2016) fitted the above 

models to data on cotton production in some 

provinces of Iran in the period 2000 to 2010. 

Labour, seeds and fertilizer were the inputs 

while cotton yield was the output. Those 

models separating inefficiency from 

heterogeneity looked at individual and not 

group effects. Results of this research 

showed that technical inefficiency is not 

affected by time. As an advantage, these 

models avoid maximum likelihood 

estimation of parameters by avoiding the 

distributional assumption of errors. 

However, no provincial variables were taken 

into the model, suggesting that the clustering 

effect of the provinces was not accounted for. 

 

3. CONCLUSION 

The paper discussed multilevel modelling, 

both inside and outside efficiency estimation. 

All researchers on these models agree that 

the models have coefficients that vary by 

group. This variation of coefficients, 

however, has made some of the researchers 

in the area take the coefficients as random 

while others treat random-coefficients and 

coefficients that vary by group as separate 

entities. (Bickel, 2007) correctly noted that 

multilevel modelling is an application of 

random coefficients models since, for 

random coefficients models in general, there 

is no context, implying that explanatory 

variables come from only one level. 

Noted in this review is the way multilevel 

models have been used in efficiency 

estimation. Researchers are not turning these 

models into frontiers but are simply using the 

errors at level 2 to rank clusters. There is 

need for research to consider a multilevel 

frontier model that produces efficiency 

scores of level 1 units. For real clustered data, 

the number of clusters is often smaller than 

that required for multilevel models so there 

is reason to use simulated data in building 

this multilevel frontier model. 

It is also worth noting that, although by their 

nature, panel data are clustered, their use in 

frontier modelling does not change the 

conventional frontier to a multilevel one. A 

hierarchical approach to frontier modelling 



Peter Chimwanda et.al. A review of multilevel modelling and its empirics on frontier analysis 

 

                                      International Journal of Research and Review (ijrrjournal.com)  397 

Volume 10; Issue: 1; January 2023 

need to retain the current use of panel data 

and work with data that have three levels, 

with the repeated measures level as the 

lowest level. The unit of analysis here 

remains the individual, which in this case has 

another level above it. 
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